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Abstract 

 
Bearings are one of the main components of mechanical equipment and one of the primary 
components prone to faults. Therefore, conducting fault diagnosis on bearings is a key issue 
in mechanical equipment research. Belief rule base (BRB) is essentially an expert system that 
effectively integrates qualitative and quantitative information, demonstrating excellent 
performance in fault diagnosis. However, class imbalance often occurs in the diagnosis task, 
which poses challenges to the diagnosis. Models with interpretability can enhance decision-
makers’ trust in the output results. However, the randomness in the optimization process can 
undermine interpretability, thereby reducing the level of trustworthiness in the results. 
Therefore, a hierarchical BRB model based on extreme gradient boosting (XGBoost) feature 
selection with interpretability (HFS-IBRB) is proposed in this paper. Utilizing a main BRB 
alongside multiple sub-BRBs allows for the conversion of a multi-classification challenge into 
several distinct binary classification tasks, thereby leading to enhanced accuracy. By 
incorporating interpretability constraints into the model, interpretability is effectively ensured. 
Finally, the case study of the actual dataset of bearing fault diagnosis demonstrates the ability 
of the HFS-IBRB model to perform accurate and interpretable diagnosis. 
 
 
Keywords: belief rule base, bearing, fault diagnosis, extreme gradient boosting, class 
imbalance, interpretability 
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1. Introduction 

Bearings, as critical components in rotating machinery [1], are widely used in fields such as 
aerospace, computer numerical control machine tools, and robotics. The stability of their 
operational condition directly affects the overall system’s performance [2]. Therefore, to 
enhance the reliability of bearings, it is essential to conduct timely and reliable fault diagnosis 
on them, which has attracted extensive attention [3]. 

To date, various methods have been developed and employed for bearing fault diagnosis, 
primarily falling into three categories: model-driven methods, data-driven methods, and hybrid 
methods. 

The model-driven bearing fault diagnosis method utilizes prior knowledge to construct a 
model for diagnosing faults. For example, Rzadkowski et al. used tip-timing and tip-clearance 
techniques to diagnose the faults of the middle bearing based on a numerical analysis of 
seventh stage blade free vibration [4]. The model-driven method typically requires less data 
for training and validating models. This advantage becomes particularly significant in 
situations where data are limited or obtaining large-scale data is challenging. However, 
employing model-driven methods demands the amalgamation of vast expertise from diverse 
domains, making the high-accuracy modeling of complex systems relatively difficult [5]. 
Additionally, the intricate structure of bearings and susceptibility of fault signals to noise 
interference pose a formidable challenge in the establishment of a diagnosis model based on 
the model-driven method, and any uncertainty may lead to false diagnosis [6]. 

The data-driven method predominantly relies on the collection, processing, and analysis 
of a large volume of actual data to learn features, patterns, and trends rather than depending 
on prior knowledge. For example, Fu et al. employed the ensemble empirical mode 
decomposition (EEMD) technique to extract essential features from data and harnessed the 
power of a support vector machine (SVM) to achieve accurate classification and prediction of 
these faults [7]. However, data-driven methods have a high requirement for data quality, and 
they may suffer from data bias and compromise model accuracy and generalization ability 
when faced with insufficient or imbalanced data samples. The modeling process needs to be 
more interpretable; otherwise, the results will be unconvincing [8]. 

The hybrid model effectively combines the strengths of both model-driven and data-driven 
methods. By integrating diverse models, it acquires valuable insights from data while 
incorporating prior knowledge. The method can guarantee interpretability and accuracy at the 
same time. As a result, the hybrid model excels in addressing a wide range of diverse problems 
and complex data distributions [9]. For example, belief rule base expert systems, fuzzy expert 
systems and fuzzy neural networks. 

Belief rule base (BRB) is a rule-based modeling method proposed by Yang et al in 2006 
[10]. It has demonstrated excellent performance and promising applications in various fields, 
such as fault diagnosis [11] and state assessment [12]. As a typical hybrid model, BRB exhibits 
excellent performance in handling numerical quantitative data and linguistic qualitative 
knowledge from diverse sources [13]. BRB possesses a strong capability for nonlinear 
modeling, enabling it to effectively represent complex causal relationships between antecedent 
attributes and consequents, even when confronted with different forms of uncertainty [14]. 
Moreover, BRB possesses interpretability, which gives it an advantage in explaining and 
understanding the model’s decision-making process. This is especially important for 
application scenarios where results need to be interpreted and verified. 

Bearings are commonly used in various industrial equipment and machinery, operating in 
complex and ever-changing environments. This diversity exposes the fault information to 
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various external factors, including temperature, humidity, load, vibration, etc., leading to 
uncertainty in the gathered information [15]. Meanwhile, it is essential to ensure the reliability 
of the diagnostic results. Interpretable fault diagnosis results can provide effective decision 
support. BRB provides an enhanced knowledge representation that accommodates both 
quantitative data and qualitative information with uncertainties. It excels in capturing complex 
nonlinear causal relationships between inputs and outputs, all the while maintaining a 
transparent reasoning process. Therefore, BRB can enhance the reliability and accuracy of 
diagnostic results, providing effective decision support and thus achieving efficient bearing 
fault diagnosis. 

Nevertheless, there are two issues that require attention in the BRB-based bearing fault 
diagnosis model. Firstly, the class imbalance problem may result in significantly fewer 
samples in certain classes compared to others, leading to poorer classification performance on 
the minority classes. Despite the strong modeling and small-sample handling capabilities of 
the BRB, it can still be negatively affected by class imbalance. Secondly, to enhance the 
accuracy and generalization ability, optimizing the BRB with observed data is a requisite step. 
However, the stochastic nature of optimization algorithms can lead to different model results 
in different runs, thereby affecting the model interpretability. The disruption of interpretability 
hinders users from understanding the decision-making process, diminishing the reliability and 
acceptability of the model. Consequently, it limits the applicability and adoption in the 
corresponding domain. Therefore, maintaining a certain level of interpretability is crucial, 
especially for models involved in critical decision-making processes. 

In response to the aforementioned two issues, an interpretable bearing fault diagnosis 
model with feature selection based on hierarchical BRB (HFS-IBRB) is proposed. Below are 
the contributions of this study: 

(1) The utilization of a hierarchical structure in the BRB model addresses the challenges 
associated with multi-fault classes and class imbalance in bearing fault diagnosis. 

(2) An interpretable optimization algorithm based on the projection covariance matrix 
adaptive evolution strategy (P-CMA-ES) algorithm is developed, which can maintain a high 
model performance while providing more interpretable diagnostic results. 

This paper is organized as follows: In Section 2, specific problems to be addressed in 
bearing fault diagnosis using BRB are summarized. Section 3 elaborates on the construction, 
inference, and optimization of the HFS-IBRB model. In Section 4, the effectiveness of the 
model is validated through a case study. Finally, Section 5 presents a conclusion of the research 
content in this paper. 

2. Problem formulation 
Drawing from the limitations of BRB discussed in the preceding section, the HFS-IBRB model 
for bearing fault diagnosis is proposed. Constructing this model involves addressing the 
following challenges： 

Problem 1: How to choose an appropriate model structure to address the issue of class 
imbalance is crucial for enhancing the robustness and diagnosis capability of rare faults in the 
model. Adopting a hierarchical model design is an effective approach to tackle class imbalance 
by introducing hierarchical relationships, increasing the focus on minority classes and 
improving the diagnosis capability of rare faults. Simultaneously, selecting suitable features 
contributes to increasing the sensitivity to rare classes and reducing the negative impact of 
irrelevant features on the model. The process of feature selection using the extreme gradient 
boosting (XGBoost) and the modeling procedure can be described as follows: 
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1 2{ , } ({ , ,..., }, )t t
i j mx x f x x x α=  (1) 

( , , , )t t
t i jy g x x C ϕ=  (2) 

where ( )f   represents the process of analyzing the feature importance of the fault features 
using XGBoost. In this process, for each rule base output, the first two features that are most 
important to the output are selected from all fault features.  This ensures that each rule base 
utilizes the most relevant features for further model reasoning. 1 2{ , ,..., }mx x x  represents all 
the bearing fault features, α  represents the method used by XGBClassifier to calculate the 
fault feature importance, and ,t t

i jx x  represent the selected features obtained through feature 
selection. In (2), ( )g   represents the process of model construction.  In the modeling process, 
a layered approach is adopted based on the independent feature selection strategy to better 
capture the complexity of the system, thereby enhancing the overall modeling effectiveness.

ty  represents the diagnostic results of the t-th part of the model, C  represents the set of 
interpretability criteria that need to be considered during the modeling process, and ϕ  
represents the model parameters. 

Problem 2: By setting interpretability criteria, ensure the model interpretability. During 
each iteration of the optimization algorithm, the training process of the model introduces 
uncertainty, causing the model’s behavior to vary slightly with each training, thereby reducing 
the interpretability. Therefore, the modeling process should meet the fundamental 
requirements for the interpretability of the system. By conducting a mechanistic analysis of 
the system, the defined requirements for interpretability in the modeling process can be 
described as the following set: 

1 2:{ | , , , }aInterpretability C C C C⋅ ⋅ ⋅  (3) 

where a  represents the number of criteria, 1 2, , , aC C C⋅ ⋅ ⋅  represent the interpretability 
criteria. 

Problem 3:  How to design a reasonable optimization process is critical. However, the 
randomness in the optimization process often compromises the interpretability of the model. 
Therefore, considering the interpretability of the model, it is important to design a reasonable 
optimization process. This process is described as the following non-linear mapping 
relationship. 

( , , , , )t t
best i joptimize x x y Cϕ γ=

 (4) 

where  ( )optimize   represents the optimization function, γ  represents the parameter set 
in optimization, and bestϕ  represents the optimal parameters of the model. The interpretability 
criteria that incorporate into the optimization process can serve as guidelines for 
interpretability in the optimization process, which helps to prevent excessive pursuit of 
accuracy at the expense of interpretability. 
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3. Bearing fault diagnosis model based on the HFS-IBRB model 
This paper proposes a bearing fault diagnosis model based on the HFS-IBRB to tackle the 
problems identified in Section 2 of the bearing fault diagnosis system. In Section 3.1, the 
diagnostic process of the HFS-IBRB is summarized. In Section 3.2, the model construction 
and feature selection method are explained. In Section 3.3, the interpretability is described. 
Sections 3.4 and 3.5 elaborate on the model inference and optimization in the diagnostic 
process sequentially. 

3.1 The HFS-IBRB model fault diagnosis process 
In “HFS-IBRB”, “H” signifies the hierarchical structure, “FS” indicates feature selection for 
fault characteristics, and “I” stands for the interpretability possessed by the model. 
The proposed fault diagnosis method for bearings is shown in Fig. 1. The adopted hierarchical 
structure fully considers the importance of both the entire dataset and the corresponding data 
for each fault category. In this hierarchical structure, different layers sequentially handle 
different aspects of the dataset, thereby synthesizing more accurate and interpretable results. 
To fully leverage the advantages of the hierarchical structure and ensure that each level 
considers the appropriate feature importance, it is necessary to partition the dataset [16], as 
shown in Fig. 1. 

XGBoost
Feature 

Importance 
Analysis

1st Feature

2nd Feature

3rd Feature

Last 
Feature 

•••

 
 

 

 

 
 

      •••

 

 

 
Fig. 1. Flow chart of the HFS-IBRB model diagnosis 

3.2 Construction of the HFS-IBRB model 

3.2.1 Model structure 
BRB is composed of many belief rules [17], which provides an effective knowledge 
representation and inference framework for the model. For example, the k-th rule is as follows: 
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(5) 

where 1 2, ,..., Mx x x represents antecedent attributes, 1 2, ,...,k k k
MA A A represents reference 

values corresponding to the M  attributes, 1,..., ND D  represents the fault categories, 
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1, ,,...,k N kβ β  represents belief degrees corresponding to the N  categories, kθ  represents the 

rule weight, and iδ  represents the attribute weights. 
The HFS-IBRB model consists of two layers. The first layer is the main BRB, responsible 

for delivering diagnostic outcomes across all fault categories. Assuming there are N  
categories, the main BRB can simultaneously handle N  different fault categories. This 
design makes the main BRB a multi-class classifier capable of diagnosing all fault categories 
at the same time. Each sub-BRB will focus on two specific fault categories, and the diagnostic 
results from 1N −  sub-BRBs cover all fault categories. The HFS-IBRB model structure is 
shown in Fig. 2, where it is assumed that there are four outputs from 0 to 3. Taking the 
operation of sub-BRB1 as an example, sub-BRB1 receives samples within the 0-1 range from 
the main classifier. At this point, the output of the main classifier is a fuzzy assessment of the 
overall system fault status. The role of sub-BRB1 is to conduct a more in-depth analysis based 
on this assessment, in order to discriminate between fault 1 and fault 2 more precisely. 
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Fig. 2. The construction of the HFS-IBRB model 

 
This hierarchical structure design fully utilizes the benefits of the BRB in handling 

multiclass and binary classification problems [16]. The main BRB provides global fault 
category diagnostic information, while the sub-BRBs offer more detailed classification results 
for each fault category. Such a hierarchical analysis approach helps enhance the awareness of 
various fault scenarios, thereby improving the accuracy and reliability. Additionally, by 
combining the main BRB and sub-BRBs, the entire HFS-IBRB model can address class 
imbalance while maintaining its versatility and flexibility. Each sub-BRB focuses on 
classifying two specific faults, which weakens the negative impact caused by class imbalance. 
Meanwhile, it disperses a large number of fault features, reducing the risk of rule explosion. 

The number of rules in the BRB is calculated using 1
M

num i iR T== ∏ , where iT  represents the 
number of reference values of iX . When too many antecedent attributes are used, the number 
of rules in a single-layer BRB model rapidly increases, leading to a sharp rise in computational 
complexity, as shown in Fig. 3. Suppose there are a total of 5 features and each feature is 
assigned 4 reference values. If these features are input into the traditional BRB at once, the 
number of rules is 5

1 4i=∏ . This situation can result in significant time and computational 
resource waste during the training and inference processes of the model, thereby reducing the 
efficiency and practicality. Moreover, the rule explosion can also lead to a decrease in the 
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interpretability, as the complex combinations of rules become difficult to intuitively 
understand and explain. However, if HFS-IBRB model is used to deal with fault diagnosis 
under five features, the number of rules can be reduced to 2

1 4iB =∏ , where B  represents the 
number of all models in HFS-IBRB, equal to the number of fault types. Through this method, 
the reduction in the number of rules effectively resolves the issue of rule explosion. 

 
Fig. 3. Rule explosion 

3.2.2 XGBoost Feature selection 
XGBoost is an efficient and flexible machine learning algorithm proposed by Chen in 2016 
[18]. XGBoost can automatically calculate the importance scores of features. Through feature 
importance evaluation, it can identify which features are most critical for predicting the target, 
which helps in making better feature selection and data understanding decisions. 
Assume that the dataset that requires feature selection contains   features and a total of   samples. 
The description of the output of XGBoost is as follows: 

1

ˆ ( ),
T

i t i t
t

y f x f F
=

= ∈∑  (6) 

where ˆiy  represents the predicted value, tf  represents the structure of a decision tree, and 
F  represents the tree space. 

Equation (7) depicts the objective function of XGBoost, while (8) and (9) delineate the 
loss function and gain function, respectively. 
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Equation (8) is the second-order Taylor series of L  at the t-th iteration, ( )ifΩ  represents 
a regularized term, and ig  and ih  represent the first- and second-order gradients, respectively. 

L RI I I= ∪ , LI  and RI  represent the samples of the left and right nodes after segmentation, 
respectively. γ  and λ  are the penalty parameters.  

A greater feature importance score signifies an elevated significance for the associated 
feature. The two most prominent features, as determined by their feature importance scores, 
are employed for the construction of each BRB. 

3.3 The interpretability of the HFS-IBRB model 
The main objective of optimization algorithms is typically to find an optimal or approximately 
optimal solution within given problem constraints. The stochastic nature of optimization 
algorithms allows them to explore the solution space more comprehensively, enhancing their 
ability to perform global searches, particularly when dealing with complex problems to find 
global optimal solutions. Nevertheless, this inherent characteristic may result in the 
optimization model losing its physical meaning and interpretability when optimizing the 
parameters and structure of BRB [19]. The lack of interpretability makes it challenging to 
understand the internal workings of the model, hindering in-depth analysis and correction of 
performance issues. This can also lead to mistrust from users and stakeholders. Users typically 
prefer models that offer transparency and strong interpretability, especially in critical scenarios 
where understanding and accepting model decisions are essential. Therefore, interpretability 
is crucial for practical applications in fault diagnosis [20]. 

Cao et al. proposed a set of general interpretability criteria to guarantee that the model can 
provide predictions or decisions while being able to explain its decision-making process and 
outcomes in a clear, intuitive, and understandable manner [21]. Therefore, in model design, it 
is imperative to ensure that the model complies with the interpretability criteria proposed by 
Cao et al. 

A reasonable belief distribution should have a monotonic or convex shape [22], as shown 
in the first three graphs in Fig. 4. However, the belief distribution displayed in the fourth graph 
in Fig. 4, which might occur when too much emphasis is placed on accuracy, is unreasonable. 
Therefore, during the optimization process, it is crucial to ensure that the generated belief rules 
better reflect the characteristics of the actual system in terms of their shape. 

 

 
Fig. 4. Comparison of two belief distributions 
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To ensure that the belief distribution aligns with the mechanism and reality, it is necessary 
to impose certain constraints [23]. These constraints are designed to regulate the shape and 
behavior of the belief distribution, making it more interpretable and meaningful in practical 
applications. Additionally, they help avoid generating unrealistic or unreasonable belief 
distributions that may arise when overly focusing on optimizing model accuracy at the expense 
of interpretability. The interpretability constraint designed in this paper is as follows: 

1 2

1 2

1 1 2

( 1,..., )
{{ }

         { }
         { max( , , , ) }}

k k

k N

N

N N

C k L
C

or
or

β
β β β
β β β
β β β β β

=
∈ ≤ ≤ ⋅⋅⋅ ≤

≥ ≥ ⋅⋅⋅ ≥
≤ ⋅⋅⋅ ≤ ⋅⋅⋅ ≥ ⋅⋅⋅ ≥



 (10) 

3.4 The inference of the HFS-IBRB model 
Due to the complexity of bearings, there is inherent fuzziness and uncertainty in diagnostic 
processes, necessitating the transformation of indicator data into a unified form that 
quantitatively describes uncertainty. In light of this, the paper employs the analytical evidential 
reasoning (ER) algorithm to reason, which effectively integrates multi-index information to 
assess complex systems, providing support for the quantitative and qualitative expression of 
information under uncertain conditions. The inference of the HFS-IBRB is summarized as 
follows: 
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 (11) 

where k
iA  represents the k-th reference value of the i-th input. 

Step 2: The activation weight kw . 

1

1 1
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( )

i

i

N
k

k i
i

k NK
l

l i
i i

a
w

a

δ

δ

θ

θ

=

= =

=
∏

∑ ∏
 (12) 

Step 3: The belief degree nβ  and the utility value µ  corresponding to the n-th diagnosis 
result. 
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Step 4: The output of the process. 

1

N

t n n
n

y µ β
=

=∑  (15) 

3.5 Parameter optimization 
In this paper, an optimization algorithm with interpretability constraints is designed based on 
the projection covariance matrix adaptive evolutionary strategy (P-CMA-ES) optimization 
algorithm. Before using the optimization algorithm, it is necessary to determine an objective 
function. The design of the function in this paper is as follows: 
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 (16) 

where MSE  stands for the mean square error, and its calculation is given by (17). 

2

1

1 ( )
t

i i
i

MSE y y
t =

= −∑   (17) 

where t  is the total number of training samples, iy  is the real value, and iy  is the fault 
diagnosis result of the HFS-IBRB model. 
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P-CMA-ES

1. 
Initialization

2. 
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3. 
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4. 
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5. 
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6. 
Adapting

The belief distribution satisfies the 
actual system  

Fig. 5. Optimization process 
 

The optimization algorithm with interpretability constraints used in the HFS-IBRB model 
is illustrated in Fig. 5, and its steps are as follows: 

Step 1: Initialization. 
Let the initial parameter be denoted as 0 0ϕΦ = , where 0ϕ  represents the initial 

parameter vector that requires optimization. The parameter set ϕ  is defined as follows: 

1 1,1 , 1[ ,..., , ,..., , ,..., ]R R N Nϕ θ θ β β δ δ=  (18) 

Step 2: Sampling. 
To generate the population, the following operations need to be performed: 

1 (0, ), 1,...,t t t t
v M v hϕ γ ε+ = Φ + =  (19) 

where 1t
vϕ
+  is the v-th solution vector generated for the (t+1)-th time, Φ represents the 

mean of the population, γ  is the step size, ε  is the normal distribution, and tM  is the 
covariance matrix of the t-th generation population. 

Step 3: Add constraints. 
Incorporating interpretable constraints makes the HFS-IBRB model more interpretable, 

guaranteeing the coherence of the belief distribution and parameter range. This step is 
performed as follows: 

1
8 , 1, 2,...,t

k C k dβ + =  (20) 

where 1t
kβ
+  is the newly generated belief distribution, which fulfills the eighth 

interpretability criterion 8C . 
Step 4: Projection. 
To make the solution vector meet the constraints of optimization, this operation includes 

the following: 
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where (1... )j J=  represents the number of variables with constraints, τ  denotes the 
number of constraints, and 1[1,1,...,1] RL ×=  is the parameter vector. 

Step 5: Selection. 
The optimal parameter solutions that meet the conditions are selected, and the mean value 

and covariance matrix of the population are updated accordingly. 
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where iq  is the weight coefficient of the i-th solution in the optimal subgroup,1 i S≤ ≤ . 
Step 6: Adapting. 
Execute the adapting operation to update the covariance matrix. 
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where 1e ， Se ， ce ， eη  represent learning rates, tsτ  represents the t-th evolutionary step, 

and 0tsτ = . In addition, mI  represents the identity matrix, oη  represents the damping 
coefficient, and (0, )tH M  represents the mathematical expectation. 

The entire process will achieve the best interpretability and diagnosis performance in the 
specific context of the current problem. By gradually optimizing the parameters and 
covariance matrix, the resulting HFS-IBRB model will possess improved generalization 
capability, enabling more accurate handling of new input data. 
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4. Case study 
In Section 4.1, relevant information about the datasets used to validate the effectiveness of the 
model is presented. In Section 4.2, the modeling process is carried out for the given dataset. 
In Sections 4.3, the model interpretability is verified. In Section 4.4, the performance under 
class imbalance is verified. In Section 4.5, the advantages of the model are verified by contrast 
experiments. 

4.1 Dataset Background 
In this section, the bearing dataset from Southeast University is selected for experimental 
verification. These data were obtained from the Drivetrain Dynamic Simulator (DDS). The 
dataset includes five types of fault results: ball fault (B), inner ring fault (I), outer ring fault 
(O), combination fault on both inner ring and outer ring (C), and health state (H) [24]. In this 
paper, the dataset is used under the condition of a speed load set to 20 Hz-0 V. In this particular 
condition, there are eight channels of data, as illustrated in Table 1. 
 

Table 1. Description of eight channels 
Channel Description 

1 Motor vibration ( vM ) 

2 Planetary gearbox vibration in the x direction ( xP ) 

3 Planetary gearbox vibration in the y direction ( yP ) 

4 Planetary gearbox vibration in the z direction ( zP ) 

5 Motor torque ( tM ) 

6 Vibration parallel gearbox vibration in the x direction ( xV ) 

7 Vibration parallel gearbox vibration in the y direction ( yV ) 

8 Vibration parallel gearbox vibration in the z direction ( zV ) 

4.2 Modeling process 
The HFS-IBRB model adopts a structure comprising a main BRB and several sub-BRBs. In 
the main BRB, all faults are diagnosed by classifying the input data into multiple fault types. 
On the other hand, each individual sub-BRB focuses only on diagnosing two specific fault 
features. The data contain five fault categories; therefore, the main BRB performs a five-class 
classification task, while the sub-BRBs sequentially perform four binary classification tasks. 

Step 1: Set the reference values for the output of the main BRB. 
According to expert knowledge, the five fault categories of the bearings in the dataset {H, 

C, O, I, B} are assigned reference values {0, 1, 2, 3, 4}. 
Step 2: Determining the objectives of the sub-BRBs. 
Since each sub-BRB is responsible for handling the classification task of two specific fault 

categories, four sub-BRBs are required when dealing with five fault categories. Each sub-BRB 
is designed to model different fault combinations, ensuring that the model can effectively 
classify all five fault categories. 

Sub-BRB1 performs the diagnostic task for faults H and C, sub-BRB2 handles the 
diagnostic task for faults C and O, and so on. The last sub-BRB, which is the fourth sub-BRB, 
is responsible for the diagnostic task of faults I and B. 
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Step 3: Train data set segmentation. 
By dividing the training data set into different sub-data sets, each sub-BRB model can 

focus on specific binary classification tasks, enabling better learning and adaptation to their 
respective fault features. It is essential to emphasize that the main BRB is trained using the 
entire data set, ensuring that it can simultaneously handle classification tasks for multiple fault 
categories, thereby achieving comprehensive fault diagnosis. 

Step 4: Feature selection 
Feature selection is performed to choose two features for each BRB. Table 2 presents the 

chosen pair of features for each BRB, along with their corresponding BRB. 
 

Table 2. Selected features 
Model The 1st feature The 2nd feature 

Main BRB vM  tM  

Sub-BRB1 vM  xP  

Sub-BRB2 vM  xP  

Sub-BRB3 vM  tM  

Sub-BRB4 tM  vM  
 
Step 5: Model construction and optimization 
(1) Main BRB 
In the entire dataset, preliminary diagnosis is conducted for the five categories of bearing 

faults. Based on expert knowledge, the two features selected through feature selection are 
assigned typical semantic values, including VL (very large), L (large), M (middle), and S 
(small), as shown in Table 3. 

 
Table 3. The reference values 

Attribute VL L M S 
vM  -0.1 -0.13 -2.6 -2.7 
tM  0.023 0.0025 -0.003 -0.029 

 
After the preliminary diagnosis by the main BRB, the diagnostic results for the five 

categories of bearing faults are shown in Fig. 6 (1). The confusion matrix in Fig. 6 (1) provides 
a detailed statistical summary of the classification results of the main BRB on different 
categories. The accuracy of 81.33% reflects that the model performs well in classifying the 
majority of samples but also indicates errors in a portion of samples. Analyzing the model’s 
diagnostic performance in each class through the confusion matrix reveals that the 
classification ability among similar fault categories still needs improvement. Therefore, further 
optimization and adjustments to the model can help enhance the accuracy. 
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Fig. 6. Results of the main BRB and the overall HFS-IBRB model 

 
(2) Sub-BRBs 
To further refine the fault diagnosis process, the HFS-IBRB model implements the 

diagnosis of sub-BRBs based on the main BRB. The main BRB is responsible for the 
preliminary classification of all faults, while each sub-BRB focuses on specific fault 
combinations, diagnosing two specific fault categories. In addition, in fault diagnosis problems, 
there exists a transitional phase between different fault categories, where neighboring 
categories exhibit high attribute similarity. This can give rise to the generation of local 
ignorance information, potentially leading to the model inaccurately reflecting objective facts. 
Hence, within each sub-BRB, to effectively represent ignorance information, an intermediate 
state is introduced, and confidence degrees are allocated to three states. This approach better 
captures local ignorance and enhances the representation. 

Fig. 6 (2) below integrates the fault diagnosis results from the four sub-BRBs and displays 
the model’s diagnostic performance in the form of a confusion matrix. According to the 
illustration in Fig. 6 (2), it can be inferred that through the refinement by the sub-BRBs, the 
diagnostic accuracy of the model has increased from 81.33% to 95.33%. 

4.3 The interpretability of the HFS-IBRB model 

To verify the effectiveness of the interpretability constraints, the belief degree of expert 
knowledge, the optimized HFS-IBRB model and the hierarchical BRB model based on 
XGBoost feature selection (HFS-BRB) are compared. Take the main BRB as an example, and 
its comparison effect is shown in Fig. 7. After the general BRB model was optimized, its 
parameter structure was disrupted, leading to significant discrepancies between the belief 
degree and expert knowledge, particularly evident in cases such as Rule 5 in Fig. 7. However, 
the proposed HFS-IBRB model exhibited a high degree of similarity between its belief degree 
and expert knowledge, retaining more of the expert knowledge. This suggests that the model 
possesses strong interpretability, and the implementation of the interpretability constraints 
holds practical significance for the model. 
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Fig. 7. The comparison of belief distribution 

Fig. 8. The distributional results generated by HFS-IBRB and HFS-BRB 
 

Fig. 8(1) and Fig. 8(2) compare the belief distribution results of the main BRBs of the two 
hierarchical models, including HFS-IBRB and HFS-BRB. The HFS-IBRB model offers a clear 
semantic representation of the diagnostic results. By observing the red dashed boxes in both 
figures, it is evident that the degree of support for the results within the box of HFS-IBRB is 
smaller than that within the box of Fig. 8(2). Therefore, HFS-IBRB possesses a stronger 
capability to handle uncertainty, enabling more accurate fault diagnosis.  

4.4 Analysis of unbalanced classification ability 
Under the background of bearing fault diagnosis, the ability to address imbalanced 
classification issues is of paramount importance. In real-world scenarios, the challenge of 
imbalanced diagnostic categories frequently arises, wherein certain fault categories may 
exhibit a scarcity of instances compared to others. This imbalance can result in suboptimal 
diagnostic performance for minority classes. In this section, the dataset proportions are 
adjusted to 1:2:3:4:5, and on this foundation, the diagnostic performance of the main BRB and 
the overall HFS-IBRB is shown in Fig. 9 (1) and Fig. 9 (2). 
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Fig. 9. Results of the main BRB and the overall HFS-IBRB model under class imbalance 

 
In the context of class imbalance, the proposed bearing fault diagnosis model based on 

HFS-IBRB achieves a diagnostic accuracy of 92.22%. This clearly highlights the distinct 
advantage of the HFS-IBRB model in addressing class imbalance issues. Firstly, BRB, serving 
as the foundation of the HFS-IBRB model, capitalizes on its robust non-linear modeling 
capability and effective integration of expert knowledge, which contributes to a better handling 
of uneven data distribution among different classes. By infusing expert knowledge into the 
model, it becomes capable of more accurately capturing the correlations and characteristics 
among various fault categories, thereby enhancing the diagnostic ability for minority classes. 
Secondly, the HFS-IBRB model proposed in this paper employs a two-level framework. In the 
first level, the main BRB approximates the classification of confusing categories, followed by 
transmission to multiple secondary BRBs in the second level for binary classification. This 
sequential process ultimately improved the accuracy from 81.11% of the main BRB to 92.22%. 

 

 
Fig. 10. The comparison of main BRB 

 
The HFS-IBRB model not only enhances the accuracy of the diagnostic process but also 

provides a clear and transparent diagnostic procedure. Take the main BRB as an example, and 
its comparison effect of three different belief distribution scenarios is shown in Fig. 10. The 
belief distribution obtained by the HFS-IBRB model in Fig. 10 exhibits a high degree of 
similarity to expert knowledge. This suggests that the rules generated by the HFS-IBRB model 
are consistent with the practical fault diagnostic system. However, certain rules in the diagram, 
such as Rule 7, although aligned with expert knowledge, show a slightly lower degree of 
similarity compared to the HFS-IBRB model. 

3 3 0 0 0

6 6 0 0 0

0 0 18 0 0

0 0 0 18 6

0 0 0 2 28

H C O I B

Diagnostic Labels

H

C

O

I

B

Tr
ue

 L
ab

el
s

0

5

10

15

20

256 0 0 0 0

0 12 0 0 0

0 0 18 0 0

0 0 0 22 2

0 0 0 5 25

H C O I B

Diagnostic Labels

H

C

O

I

B

(1) (2)

B I O C H
0

0.5

Rule1

B I O C H
0

0.5

1
Rule2

B I O C H
0

0.5
Rule3

B I O C H
0

0.5
Rule4

B I O C H
0

0.5

Rule5

B I O C H
0

0.5

1
Rule6

B I O C H
0

0.5

1
Rule7

B I O C H
0

0.5
Rule8

B I O C H
0

0.5

Rule9

B I O C H
0

0.5

Rule10

B I O C H
0

0.5

Rule11

B I O C H
0

0.5
Rule12

B I O C H
0

0.5
Rule13

B I O C H
0

0.5

Rule14

B I O C H
0

0.2

0.4
Rule15

B I O C H

0.1

0.2

0.3

Rule16

HFS-IBRB HFS-BRB Expert knowledge



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 18, NO. 5, May 2024                                   1203 

4.5 Contrast experiment 
To objectively assess the effectiveness of the model, this section selected Backpropagation 
Neural Network (BPNN), radial basis function (RBF), and Decision Tree for comparative 
experiments under the condition of unbalanced classes. The experiments were repeated for 20 
rounds, as shown in Fig. 11. In Table 4, Part 1 compares the accuracy of various BRB models 
used for bearing fault diagnosis, while Part 2 shows the accuracy of other models. Although 
the accuracy of HFS-IBRB and HFS-BRB model is similar, HFS-IBRB model is more 
interpretable, so it has more application value. 
 

 
Fig. 11. The comparison of performance among different methods 

 
Table 4. Comparison of different models 

Part Method 
Max 

accuracy 
(%) 

Min 
accuracy 

(%) 

Average 
accuracy 

(%) 

The standard 
deviation of accuracy 

(%) 

Part 1 
HFS-IBRB 94.44 87.78 91.26 1.85 
HFS-BRB 95.55 87.78 92.07 2.25 

BRB 87.78 76.67 82.15 2.77 

Part 2 
BPNN 91.33 74.00 83.47 5.72 
RBF 88.00 74.67 82.71 4.48 

Decision Tree 92.67 72.00 82.67 5.84 
 
The hierarchical BRB model with interpretability developed based on BRB demonstrates 

significant advantages in dealing with the bearing fault diagnosis in the case study: 
(1) Compared to the traditional BRB, the HFS-IBRB shows greater accuracy and 

scalability. The HFS-IBRB establishes a hierarchical structure that enables it to flexibly 
address class imbalance issues. In practical case studies, where certain fault categories have 
relatively few samples, the traditional BRB may perform poorly in diagnosing these categories. 
In contrast, the HFS-IBRB optimizes each binary classification task, effectively capturing 
distinct features and associations between different categories, thus mitigating the impact of 
class imbalance. 

(2) The HFS-IBRB offers excellent interpretability, with a transparent inference process 
and traceable outcomes. Unlike data-driven black-box models, the HFS-IBRB presents the 
decision-making process and reasoning logic clearly, allowing users to understand how 
diagnostic results are obtained. This high level of interpretability not only enhances user trust 
in the model but also provides valuable guidance for further model optimization and diagnostic 
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process improvement. 
(3) The application of hierarchical structure in complex system modeling extends beyond 

addressing the issue of class imbalance. It also effectively tackles the problem of rule explosion. 
The hierarchical design prevents the exponential combination of rules as the rule count 
increases, thereby reducing the complexity of computation and inference. The rules within the 
hierarchical structure are more targeted and aligned with the characteristics of the actual 
problem, enabling more precise inference and decision-making. 

In conclusion, the HFS-IBRB developed based on BRB demonstrates clear advantages in 
addressing class imbalance issues in the case study. Leveraging its hierarchical model structure 
and high interpretability, the HFS-IBRB model not only enhances diagnostic accuracy but also 
provides a reliable and comprehensible solution to complex bearing fault diagnosis problems. 

5. Conclusion 
This paper proposes an HFS-IBRB model for bearing fault diagnosis. Firstly, this paper adopts 
a hierarchical structure to address the class imbalance. Secondly, the analytical ER algorithm 
is utilized for inference. Lastly, a P-CMA-ES-based optimization algorithm with 
interpretability constraints is proposed through the design of interpretability constraints. 

The HFS-IBRB model consists of a main BRB and multiple sub-BRBs. The main BRB is 
responsible for the preliminary classification of all faults, while each sub-BRB focuses on 
specific fault combinations, that is, diagnosing two specific fault categories. With this design, 
the model can more effectively handle multi-class fault diagnosis problems with unbalanced 
classes. The emphasis on interpretability in this paper also enhances the trustworthiness. The 
achievements of this study are not only in proposing a bearing fault diagnosis model, which 
demonstrates a notable improvement in diagnostic accuracy for class imbalance issues, but 
also in showcasing the effectiveness of BRB as a valuable tool to mitigate the challenges posed 
by class imbalance in the field of fault diagnosis. This provides robust support for practical 
applications in fault diagnosis and offers valuable insights for addressing class imbalance 
challenges.  

During the research process of the HFS-IBRB model, some issues have been identified for 
future investigation. Firstly, improving the accuracy of the main BRB is crucial for enhancing 
the overall system performance. The accurate classification by the main BRB directly 
influences the subsequent judgments of the sub-BRBs. Therefore, investigating how to ensure 
high accuracy at the main BRB stage is a primary focus of the upcoming research. Secondly, 
complex systems like bearings are often subject to environmental disturbance during operation, 
such as vibration and temperature changes, which can impact monitoring data. Exploring ways 
to enhance anti-interference and quantify uncertainty is also the focus of future research. 
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